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LLMs: In Recent NLP Research

Proportion of ACL conference paper titles with
“language model | lIm | prompting | instruction”
100
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7% 11%

2021 2022 2023 2024

* Barbara Plank, ACL 2024. Keynote: Are LLMs Narrowing Our Horizon? Let’s Embrace Variation in NLP!
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* Barbara Plank, ACL 2024. Keynote: Are LLMs Narrowing Our Horizon? Let’s Embrace Variation in NLP!



Natural Language

» Refers to the language spoken by people, e.g.
English, German, Japanese, Swabhili, Italian, as
opposed to artificial languages, like C++, Java,

etc.




...Processing

Applications that deal with natural language in a way or another

processing language with computers

go beyond the keyword matching: identify the structure and
meaning of words, sentences, texts and conversations.
Comprehension of the text.




Knowledge Infusion: NLP+Al

® NLP techniques process the unstructured information stored in several (open) knowledge sources

« The memory of the system

® Spreading Activation® as the reasoning mechanism

« The brain of the system
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*J. R. Anderson. A Spreading Activation Theory of Memory. Journal of Verbal Learning and Verbal Behavior, 22:261-295, 1983.
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Representing words by their context

Distributional semantics: A word’s meaning is given
by the words that frequently appear close-by

* “You shall know a word by the company it keeps” (J. R. Firth 1957: 11)
* One of the most successful ideas of modern statistical NLP!

 When a word w appears in a text, its context is the set of words that appear nearby
(within a fixed-size window).

* We use the many contexts of w to build up a representation of w

...govemment debt problems turning into banking crises as happened in 2009...
...saying that Europe needs unified banking regulation to replace the hodgepodge...
...Indlia has just given its banking system a shot in the arm...

N\ /

These context words will represent banking



The idea of Language Modeling*

* Language Modeling is the task of predicting what word comes next
books

/ / laptops

\\ exams

minds

the students opened their

« More formally: given a sequence of words =),z ... z®
compute the probability distribution of the next word z*+1) ;

Pzt 2® . 2M)

where z"*") can be any word in the vocabulary V' = {w1, ..., w|y|}
e Asystem that does this is called a Language Model

* Bengio, Y., Ducharme, R., & Vincent, P. (2000). A neural probabilistic language model. Advances in neural information processing systems, 13.



Sparsity Problem 1

Problem: What if “students opened
their w” never occurred in data?
Then w has probability 0!

\

P(w

students opened their) =

Sparsity Problems with n-gram Language

(Partial) Solution: Add small § to the
count for every w € V. This s called

smoothing.

count(students opened their w

B Acount(students opened their)

Sparsity Problem 2

Problem: What if “students opened
their” never occurred in data? Then we
can’t calculate probability for any w!

—

Models

(Partial) Solution: Just condition on
“opened their” instead.
This is called backoff.

Note: Increasing n makes sparsity problems worse.
Typically, we can’t have n bigger than 5.




A fixed-window neural Language Model
Approximately: Y. Bengio, et al. (2000/2003): A Neural Probabilistic Language Model

Improvements over n-gram LM:

* Don’t need to store all observed n-grams

No sparsity problem

Remaining problems:

Fixed window is too small

Enlarging window enlarges W
Window can never be large enough!
x and x(2 are multiplied by
completely different weights in V.
No symmetry in how the inputs are
processed.

We need a neural architecture
that can process any length input

books

laptops

|
Landa

U

\

w
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]

the students
) x(2)

]

opened their
(3) 2@



ELMO - Contextuyalized Word Embeddings

ELMo
—— >,

Deep contextualized word representations

Matthew E. Peters', Mark Neumann', Mohit Iyyer', Matt Gardner',
{matthewp, markn, mohiti,mattg}@allenai.org

Christopher Clark”, Kenton Lee’, Luke Zettlemoyer'
{csquared, kentonl, 1sz}@cs.washington.edu

'Allen Institute for Artificial Intelligence
*Paul G. Allen School of Computer Sci & Engineering, University of Washington

The Broadway play premiered yesterday
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I went to Stanford CS 224n  and learned Positional & ¢ Positional
Encoding 'Y Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

* Stanford CS224N: Natural Language Processing with Deep Learning https:/web.stanford.edu/class/cs224n/


https://web.stanford.edu/class/cs224n/

Modern NLP: Pre-training + Finetuning Paradigm

1 - Semi-supervised training on large amounts
of text (books, wikipedia..etc).

The model is trained on a certain task H at enables it to ur asp
patterns in lan . B B e € training proces ..
BERT has ocessing abilities capable of e mp wering Pretralnlng:
many models we later need to build and train in a supervised way. . .
Train transformer-alike models on a large

dataset (e.g. books, or the entire web).

Semi-supervised Learning Step

S p—
[
This step learns general structure and
| oder meaning of the text (e.g. “good” is an
| adjective), similar to word embedding; the
knowledge is reflected by the model
| parameter (hence really large models).
I Dataset:
Wipepid |
Objective: Predict the masked word

(langauge modeling)
\ * The lllustrated BERT, ELMo, and co. (How NLP Cracked Transfer Learning) , Jay Alammar

— s s s s s mm—— e



Modern NLP: Pre-training + Finetuning Paradigm

2 - Supervised training on a specific task with a
labeled dataset.

Finetuning paradigm:

Fine-tune the model (i.e., overwrite some
parameter in the model) on a smaller, task-
specific dataset for tasks such as sentiment
analysis, or machine translation.

This step learns information specific to a task
(“good” is positive), on top of pretraining.

* The lllustrated BERT, ELMo, and co. (How NLP Cracked Transfer Learning) , Jay Alammar

/

l
I

I Model:
(pre-trained
I in step #1)

I Dataset:

\

Supervised Learning Step

5% Spam
Classifier
25% | Not Spam

Class

Buy these pills Spam
Win cash prizes Spam
Dear Mr. Atreides, please find attached.. Not Spam

N\

17



3 Types of Pre-trained Models

There are three mainstream pre-trained model structures, with different
training objectives (Pretraining task that helps learn text representations.)

r ENCODER STACK DECODER STACK
( ENCODER J ( DECODER J
L3 L3
[ ENCODER J ( DECODER J
L] L3
( ENCODER ] ( DECODER )
L3 L]
( ENCODER J ( DECODER J
4 4
( ENCODER ] ( DECODER J
4 4
( ENCODER J ( DECODER J
s

ENCODER

ENCODER

ENCODER

Encoder-decoder

“corrupted text
reconstruction”

* Liu Pengfei, et al. "Pre-train, prompt, and predict: A systematic survey of prompting methods in natural language processing." arXiv 2021

Encoder-only, MLM
“Fill-in-the-blank”

\
L

DECODER }

DECODER J

DECODER J

Decoder only LM
“‘Next word
prediction”



GPT-2 (Radford et al. 2019) - Language Models are
Unsupervised Multitask Learners

Aims to create a general purpose language learner

“Current systems are better characterized as narrow experts rather than competent generalists. We would like to move
towards more general systems which can perform many tasks — eventually without the need to manually create and label a
training dataset for each one.

Our suspicion is that the prevalence of single task training on single domain datasets is a major contributor to the lack
of generalization observed in current systems. Progress towards robust systems with current architectures is likely
to require training and measuring performance on a wide range of domains and tasks.”



GPT - Improving Language Understanding by Generative
Pre-Training (Radford et al. 2018)
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Continued log-linear improvement
with model size

Conclusion: “The diversity of tasks the
model is able to perform in a zero-shot

Perplexity

setting suggests that high-capacity 61
models trained to maximize the 4 S
likelihood of a sufficiently varied text # el

. 117M 345M 762M 1542M
corpus begin to learn how to perform a # of parameters in LM
SurpriSing amou nt Of taSks Without the Figure 4. The performance of LMs trained on WebText as a func-

tion of model size.

need for explicit supervision.”

* Stanford CS224N: Natural Language Processing with Deep Learning https:/web.stanford.edu/class/cs224n/


https://web.stanford.edu/class/cs224n/

2023-today: +: Explosion of
2018-today: Pre-training - from BERTs to GPTs

Golden Years for MT
(Georgetown Exp.)

2022: ChatGPT
to the public

2007-2017: representation

: learning & DL: word2vec, NNs
1966: Weizenbaum from RNN/CNN to Transformer 2018:
develops ELIZA at "3rd time NNs have
MIT threatened a revolution
1st “Al winter” 2nd “Al winter” but only the 1st time
they have delivered”

1995-2005: progress
in data, hand-crafted
features and ML

1980s: knowledge
representation, data &

corpora, statistical NLP

S—

1960 1970 1980 1990 2000 2010 2020

* Barbara Plank, ACL 2024. Keynote: Are LLMs Narrowing Our Horizon? Let’s Embrace Variation in NLP!



TRAVEL: BY THE WAY  DCestinations MNews Tips  Newsletter  Instagram

Air Canada chathot promised a discount.
Now the airline has to pay it.

Air Canada argued the chatbot was a separate legal entity ‘responsible for its own actions,” a Canadian tribunal said

.‘_'_‘a.
"':. Reuters World v  Business v  Markets v Sustainability v  More v

Transactional | Technology | Legislation | Legal Ethics | Legal Industry

Another NY lawyer faces discipline after Al chatbot
invented case citation

By Sara Merken

Aa
January 30, 2024 9:42 PM CMT+1 - Updated 6 months ago | D | | .<: ]

https. jjwww.washmgtgnpost comyftravel/2024/02f 1Bjair-ﬁnada a|r1|ne-t;hatbot ruling/

* Barbara Plank, ACL 2024. Keynote: Are LLMs Narrowing Our Horizon? Let’s Embrace Variation in NLP!



Trustability: Does it Matter How we Prompt an LLM?

» L Performance is highly sensitive to the linguistic variation of a prompt

prop. prompt
| inter. Do you find this movie review positive?
2| indic. You find this movie review positive.
= imper. | Tell me if you find this movie review positive.
£ | active Do you find this movie review positive?
4| pass. Is this movie review found positive?
o | past Did you find this movie review positive?
| pres. Do you find this movie review positive?
2| future | Wil you find this movie review positive? ]
can Can you find this movie review positive? The language of prompting:
could | Could you find this movie review positive? What linguistic properties make a prompt successful?
2| may May you find this movie review positive?
% might Might you find this movie review positive? Leidinger, van Rooij, Shutova, EMNLP 2023 Findings.
g| must Must you find this movie review positive? Koksal et al, EMNLP 2023 Findings ; Gonen et al., EMNLP 2023 Findings.
should | Should you find this movie review positive?
would | Would you find this movie review positive?
.| apprai. | Do you find this movie appraisal positive?
g comm. | Do you find this movie commentary positive?
g criti. Do you find this movie critique positive?
£ | eval Do you find this movie evaluation positive?
“ | review | Do you find this movie review positive?

Table 1: Examples of variation of linguistic properties



Evaluation Protocols: Do Answer Options Impact LLM Outputs?

» L LLM's “A"-bias in MCQA responses

Choice ordering 1

Question: In the past 12 months, has
this person given birth to any children?

A. Yes
B. No
Answer:
P(“A”) 0.82 ._ P(“B”) | 0.11
Choice ordering 2

Question: In the past 12 months, has
this person given birth to any children?
A. No

B. Yes

Answer;

P(“A") 0.80 | P("B")

Response

|-

A.Yes B.No

Response

=

A. No B.Yes

0.15

e
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(b) A-bias of base models’ responses.

* Dominguez-Olmedo, Hardt, Mendler-Diinner. Questioning the Survey Responses of Large Language Models. arXiv:2306.07951 2023.



Lessons Learned

- People
- Have no trouble understanding language
« Common sense knowledge
« Reasoning capacity
« Experience
« Problems come with specific knowledge

- Computers
 Limited common-sense knowledge
« Low reasoning ability
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From the beginning (2019

AIBERTo: The Italian Language Understanding Model

AIBERTo wants to be the first Italian language understanding model to represent a style of writing of social
networks, TWItEer in particular, written in Italian.

The core deep learning structure of BERT and
IMatho0 worts posnan  Tutae s . AIBERTo is a 12x Transformer Encoder,
1 Pregice e masked worg i e where for each input, a percentage of terms is
e Masked and then predicted for optimizing

network weights in back-propagation.

f ra y x , ,_‘ L
T A AIBERTo
r ' ' ' ' ' ‘ ' ’ h%

e

* Polignano, M., Basile, P., De Gemmis, M., Semeraro, G., & Basile, V. (2019). Alberto: Italian BERT language understanding model for NLP challenging
tasks based on tweets. In Proceedings of the 6th Italian Conference on Computational Linguistics, Bari, Italy, November 13- 15, 2019. CEUR Workshop
Proceedings 2481, CEUR-WS.org, 2019.




Less represented Languages?

(@) h;g‘xcni-v'u_.- blom 1 @ik 55l
T Text Geperation O PyToch  TensorBoard ¥ Transformess @ Akan @ Arabic D Assamese & Bambara @ Bengali £ Cawalan P code @ English § Spanish @ Basque @& Fon @ French

® Kannada @ Gonda @& Uingals @ Malayalam @ Marathl @ Nepali @& Pedl @ Chichewa @ Ordydy @ fanjabi @ Portuguese

i

) Gujarati @ Hindi @ indonesian ¥ Igbo & Kiuyu
T

® SouthernSotho @ Swahili @ Tamil @ Teluge @ Tswana @ Teonga @& Tombuka B Twi @& Ucdu @ Vietnamese & Wolof & Xhosa @ Yorudo

@ Kicundl @& Kinyarwanda @ Shona

@ Chinese @ Zulv  amxtvi1909.06053  arxiviZ1100236)  anivi2108.12409  bloom  feature-extraction gl EvalResults B Liconar bigscience-bioom-rall-1.0

a BigScience initiative

BL M

/ 176B params 59 languages Open-access

No Italian Language!

* Basile, P., Cassotti, P., Polignano, M., Siciliani, L., & Semeraro, G. (2023). On the impact of Language Adaptation for Large
Language Models: A case study for the Italian language using only open resources. In Proceedings of the 9th Italian Conference
on Computational Linguistics, Venice, ltaly, November 30 - December 2, 2023. CEUR Workshop Proceedings 3596, CEUR-

WS.org, 2023.



Fail on Italian Culture?

how do | make the perfect carbonara?

@ To make the perfect carbonara, you will need the following ingredients:

8 ounces spaghetti or other pasta
* 4 large eggs
1 cup grated Parmesan cheese
1/2 cup pancetta or bacon, diced
1/2 cup heavy cream
* 2 cloves garlic, minced
1/4 teaspoon black pepper
1/4 teaspoon salt
Chopped fresh parsley for garnish (optional)

Here are the steps to make the perfect carbonara:

1. Cook the pasta according to the package instructions until it is al dente (tender but firm



https://x.com/fulviuus/status/1598460506846658560

Camoscio
fine-tuning

Dolly
fine-tuning

BactrianX
fine-tuning

EVALITA
fine-tuning

Language
adaptation

BLOOM-EVALITA
v

Camoscio
fine-tuning

Doty | |
fine-tuning

BacianX
fine-tuning

EVALITA
fine-tuning

NS

In detail, starting from the BLOOM-1b7 model, we obtain
four fine-tuned models: one for each instruction dataset
(Camoscio, Dolly, and BactrianX) plus the EVALITA model.

Then, the BLOOM-1b7 model is adapted to Italian,
leveraging data from the Italian corpus (Italian Wikipedia,

Wikinews, and Wikibooks) and obtaining the Italian-
adapted model called BLOOM-IT-1b7.

BL ‘M

* Basile, P., Siciliani, L., Musacchio, E., Polignano, M., & Semeraro, G. (2024).
Adapting BLOOM to a new language: A case study for the ltalian. IJCoL. Italian
Journal of Computational Linguistics, 10(10, 1).




Meta LLaMA 2 same problems as before

RO (0.03)
SR (0.04)
CA (0.04)
KO (0.06)
UK (0.07)
V1 (0.08)
PT (0.09)
PL (0.09)
JP(0.1)
IT(0.11)
NL (0.12)
RU (0.13)
ES (0.13)
ZH(0.13)
SV (0.15)
FR (0.16)

DE (0.17) )
Unknown (8.38) \
EN (89.7)

https://slator.com/meta-warns-large-language-model-may-not-be-suitable-non-english-use/

Other (0.21)

90% English pre-training data

Other languages (German, French, Chinese,
Spanish, Dutch, Italian, Japanese, Polish,
Portuguese, ...)

less than 2% training data

8% training data “unknown”
(includes programming code data)



https://slator.com/meta-warns-large-language-model-may-not-be-suitable-non-english-use/
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O
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Quantization (4-bit)
QLoRA (Low-Rank Adaptation)
FSDP (Fully Sharded Data Parallel)

Argos Translate: open source offline
translation library based on OpenMT

® Datasets

O Language Adaptation
gsarti/clean_mc4_it medium split

O Instruction-Tuning
basilepp19/dolly-15k-it
EVALITA 2023 tasks

O Chat Fine-Tuning
UltraChat (translated to Italian)



https://github.com/argosopentech/argos-translate
https://huggingface.co/datasets/gsarti/clean_mc4_it/viewer/medium
https://huggingface.co/datasets/basilepp19/dolly-15k-it
https://www.evalita.it/campaigns/evalita-2023/tasks/
https://huggingface.co/datasets/stingning/ultrachat

Thanks to...

¢
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censorzio
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e LLaMAntino is a family of Italian adapted LLaMA models

e The family consists of 10 different models, 4 of which are Italian adapted versions of
META - LLaMA base models:
swap-uniba/LLaMAnNtino-2-7b-hf-ITA

swap-uniba/LLaMAnNtino-2-13b-hf-ITA

swap-uniba/LLaMAnRtino-2-chat-7b-hf-ITA
wap-uniba/LLaMAntino-2-chat-13b-hf-ITA

swap-uniba/LLaMAntino-2-70b-hf-UltraChat-ITA

O O O O O

e Goal: Provide Italian researchers with LLMs that show a good understanding
of the Italian language

e Should be further tuned to improve their capabilities on specific tasks ...

LLaMAnNtino whitepaper: https://arxiv.org/abs/2312.09993



https://huggingface.co/swap-uniba/LLaMAntino-2-7b-hf-ITA
https://huggingface.co/swap-uniba/LLaMAntino-2-13b-hf-ITA
https://huggingface.co/swap-uniba/LLaMAntino-2-chat-7b-hf-ITA
https://huggingface.co/swap-uniba/LLaMAntino-2-chat-13b-hf-ITA
https://arxiv.org/abs/2312.09993

All models were trained on the Leonardo HPC

Language Adaptation

4-bit quantization, QLoRA, SFTTrainer

Fine-tuning

Fully-Sharded Data Parallel (FSDP)

3 nodes for a total of 12 GPUs A100 64GB

2 nodes for a total of 8 GPUs A100 64GB

LoRA parameters: attention dimension (64),
scaling parameter (16), dropout (0.1).
Single GPU batch size (8).

Steps (25K)

Text length of (1024)

Single GPU batch size (16).
Epochs (3 for 7B, 5 for 13B).
Text length (1024)

~100.000 Leonardo hours

~50.000 Leonardo hours




Chat Models

LIMITS
Hardware: 8/12 Nvidia A100 GPUs - 512GB PC RAM

Data Amount: 150-500k dialogues or Q/A in native language
Grammatical Errors Propagation if Automatic Translator used for data
Answers provided for topics outside specific task scope

Biases in answers

Hallucinations ...



SFT on LLaMA-3

https //hugqingface.co/swap-uniba/l | aMAntino-3-ANITA-8B-Inst-DPO-ITA
* https://arxiv.org/pdf/2405.07101

Stanford (5 0 patabricks
Alpaca Y&y Dolly 2.0


https://huggingface.co/swap-uniba/LLaMAntino-3-ANITA-8B-Inst-DPO-ITA
https://arxiv.org/pdf/2405.07101

DPO on LLaMAnNtino

https //hugqingface.co/swap-uniba/l | aMAntino-3-ANITA-8B-Inst-DPO-ITA
* https://arxiv.org/pdf/2405.07101

LLaMAnNtino-3-ANITA-8B-Inst-DPO-ITA is a model
of the LLaMAntino - Large Language Models family.
The model is an instruction-tuned version of Meta-
Llama-3-8b-instruct (a fine-tuned LLaMA 3 model).
This model version aims to be the a Multilingual
Model [ (EN us + ITAI) to further fine-tuning on
Specific Tasks in Italian.

Direct Preference Optimization (DPO)

x: “write me a poem about

the history of Jazz”™

1§y R

- > —yy

> finalLM @

preference data

maximum
tikelihood

mlabonne/orpo-dpo-mix-40k

et

https://chat.llamantino.it/ S‘V\/AP

researchgroup


https://huggingface.co/swap-uniba/LLaMAntino-3-ANITA-8B-Inst-DPO-ITA
https://huggingface.co/swap-uniba
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://arxiv.org/pdf/2405.07101

Open ltalian LLM Leaderboard

LLaMAntino3-8B-AMITA
Maestrale-v0.4
LLaMAntino2-70B
Cwen2-7B-Instruct
Zefiro-TB
Llama3-8B-Instruct
LLamAnting2-13B-UltraChat
Modelloltalia-9B
gemma-TB-it

minerva-3B-hase

https://huggingface.co/spaces/FinancialSupport/open ita llm leaderboard
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Large Agentic Models (LAMs)




Agentic Al

«Nearly half (48%) of all consumers say they would interact with Al more frequently if it would
enhance their experience. This is where Agentic Al shines, making generative Al more
actionable, contextual, and autonomous.» *https://blog.ori.co/ai-agent-introduction

An autonomous agent is a system situated within and a

part of an environment that senses that environment and

acts on it, over time, in pursuit of its own agenda and to
affect what it senses in the future.

Franklin, S. (1997). Autonomous agents as embodied
Al. Cybernetics & Systems, 28(6), 499-520.


https://blog.ori.co/ai-agent-introduction

Agentic Al

Memorv \ Tools / OtherAgents

U e Actions
Agent Core
= e
=
Goals Planning Environment
Agentic AI Architecture

@Yl The AI Native Cloud | Ori.co

https://blog.ori.co/ai-agent-introduction
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What's next? Large Agentic Models (LAMs)

Memory Knowledge
| Feadback @ Base&iﬁi
Observation
and Rethink Summary Leam [
T H & Recall & Retrieve IL
@ J-_?i_‘[' DecismnRr::g'tng!h;’Ianning,
o
o Perception Action
Text/Audio/ Tools
Input l \ideo

B ¢ 55 g %
= —@ — 88 & e

&) ) — 5 4
000 Ir:nat ﬁ:

Crawler

Agent
D lzj-' 7Y Impact
Computer ® C;nc;e @3
[ Real Simulation
) World

Game  Enyironment

Rupali Patil: https://medium.com/towards-artificial-intelligence/whats-emerging-in-ai-autonomous-multi-agents-and-large-action-agentic-
models-lams-7e882a659565



https://medium.com/towards-artificial-intelligence/whats-emerging-in-ai-autonomous-multi-agents-and-large-action-agentic-models-lams-7e882a659565
https://medium.com/towards-artificial-intelligence/whats-emerging-in-ai-autonomous-multi-agents-and-large-action-agentic-models-lams-7e882a659565

Large Agentic Models (LAMs)

They encompass models that exhibit agency to act independently within their
environment. Such models learn from interaction with the real world, perform
capabilities like planning and decision-making, and take action. The large agentic
model provides a framework for autonomous agents to interact with each other and
the environment and to adapt their behavior based on feedback and learning.

Examples: Agents that can plan, make decisions, use tools and act autonomously
interacting with the environment and even other agents or Al models...

Rupali Patil: https://medium.com/towards-artificial-intelligence/whats-emerging-in-ai-autonomous-multi-
agents-and-large-action-agentic-models-lams-7e882a659565



https://medium.com/towards-artificial-intelligence/whats-emerging-in-ai-autonomous-multi-agents-and-large-action-agentic-models-lams-7e882a659565
https://medium.com/towards-artificial-intelligence/whats-emerging-in-ai-autonomous-multi-agents-and-large-action-agentic-models-lams-7e882a659565

LAMs

Rupali Patil: https://medium.com/towards-
artificial-intelligence/whats-emerging-in-ai-
autonomous-multi-agents-and-large-action-

agentic-models-lams-7e882a659565

Core capability

Data used in
training

Learns from

Reasoning
ability

Use Cases

Large Language Model
(LLv1)

Language understanding
and generation

Process and generate text,
answer questions

Massive amounts of text
and code

Pattern recognition from
large datasets used in
training

Limited to single-step
reasoning based on
language patterns and
knowledge base

Content creation, Q/A,
language translations,
chatbots

Large Action Model
(LAM)

Taking actions in the real
world

Perform physical actions,
manipulate objects, or
influence the real world

May include sensor data,
user interaction data, and
real-world observations

Observation and
demonstration of user’s
actions

Zero-shot reasoning
capabilities of a neural
network without any prior
training on specific task

Task automation,
personalized assistance,
streamiining workflows,

enhanced customer service

Large Agentic Model
(LAM)

Acting independently with
agency

Complex reasoning, decision-
making, and take actions

May include sensor data,
user interaction data, and
real-world observations

Pattern recognition, self-
assessment, and interaction
with real warld

Advanced multi-step
reasoning based on context
and problem breakdown

Industrial automation, supply
chain management and
logistics, financial trading,
personalized investments



https://medium.com/towards-artificial-intelligence/whats-emerging-in-ai-autonomous-multi-agents-and-large-action-agentic-models-lams-7e882a659565
https://medium.com/towards-artificial-intelligence/whats-emerging-in-ai-autonomous-multi-agents-and-large-action-agentic-models-lams-7e882a659565
https://medium.com/towards-artificial-intelligence/whats-emerging-in-ai-autonomous-multi-agents-and-large-action-agentic-models-lams-7e882a659565
https://medium.com/towards-artificial-intelligence/whats-emerging-in-ai-autonomous-multi-agents-and-large-action-agentic-models-lams-7e882a659565

Perception for LAMs

LAMs can become more effective agents by perceiving the environment.

/1) Cross-Modal Retrieval
Text

Audio lmages & Videos
“A fire crackles while a pan of food is frying on
“Fire is crackling then wind starts blowing."”
Crackle of a Fire “Firewood crackles then music...”
_ NN “A baby is crying while a toddler is laughing.”
’)) '.*\;.. g : “A baby is laughing while an adult is laughing.”
Baby Cooing | = e ‘A baby laughs and something...

AN

Girdhar, Rohit, et al. "Imagebind: One embedding space to bind them all." Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition. 2023.



Self-Refine for LAMs

LAMs can become more effective agents by reflecting on their own behavior.

Like humans, large language models (LLMs) do not always generate the best output on their first try.

L\

Feedback Refine

N —" T~

Use M to get feedback on its own output Use M to refine its previous output, given its feedback

“Self-Refine: Iterative Refinement with Self-Feedback,” Madaan et al. (2023)



https://arxiv.org/abs/2303.17651?utm_campaign=The%20Batch&utm_source=hs_email&utm_medium=email&_hsenc=p2ANqtz-9dHVnW1I1bA3sPBbsikjT165Qez3QiiAssknCERwgki818YHG7PyHOQSgg-nxKDa0BuE7B

Tool Evaluation for LAMs

LAMs can become more effective agents by evaluating their own behavior.

LLMs should interact with appropriate tools to evaluate certain aspects of the text and then revise the
output based on the feedback obtained during this validation process.

Black-box
m_' .’ LLM External Tools

PO NS S S S ED S S B D ES S WS D G W S W e

o4

3_, Outp“t [, % | Knowledge Base Code Interpreter Text APIs I
P | ‘
: %O " &) Perspective :
\

I I
m CRITIC m I Wikipedia Caicu ator Search Engine 1
' i I

* - ‘.
W Bﬂ l I
Crlthues I“( N ‘L;) o8 } Go gle |

p P
(» ®

Figure 1: The CRITIC framework consists of two steps: (1) verifying the output by interacting with

external tools to generate critiques and (2) correcting the output based on the received critiques. We
can iterative such verify-then-correct process to enable continuous improvements.

“CRITIC: Large Language Models Can Self-Correct with Tool-Interactive Critiquing,” Gou et al. (2024)



https://arxiv.org/abs/2305.11738?utm_campaign=The%20Batch&utm_source=hs_email&utm_medium=email&_hsenc=p2ANqtz-9dHVnW1I1bA3sPBbsikjT165Qez3QiiAssknCERwgki818YHG7PyHOQSgg-nxKDa0BuE7B

Access to Knowledge in LAMs (Neuro-Symbolic)

LAMs can become more effective agents by accessing verified information

LLMs should interact with knowledge bases to extract relevant information already codified and verified by humans. If
structured over graphs or symbolic rules inference can be done.

T -

Question: Where is a f@ .
business restaurant Input | Reasoning Process p husiness

I
I
likely to be located? 1 I A sector
. town lJ ;

A

B. at hotel oo - o I Interactive

C. mall | Knowledge

D. business sector 1 Search

E. yellow pages I

N S R L N T R LB R i e (R IR TR i . LT ) - ~
{ restaurant \
| - I
I 3 & '
@© | -

1 B I
| I

RelatedTo sector
A\ g /

- D S S S S D S S S S S S S S G S s

Feng, C., Zhang, X., & Fei, Z. (2023). Knowledge solver: Teaching lims to search for domain knowledge from knowledge graphs. arXiv
preprint arXivi2309.03118.

Calanzone, Diego, Stefano Teso, and Antonio Vergari. "Logically Consistent Language Models via Neuro-Symbolic Integration." arXiv preprint
arXiv:2409.13724 (2024).



Access to Knowledge in LAMs (RAG)

LAMs can become more effective agents by accessing verified information

Tool Use, in which an LLM is given functions it can request to call for gathering timely information, taking action, or
manipulating data, is a key design pattern of Al agentic workflows.

Query Retriever

Documents

Gao, Yunfan, et al. "Retrieval-augmented generation for large language models: A survey." arXiv preprint arXiv:2312.10997 (2023).


https://www.deeplearning.ai/the-batch/how-agents-can-improve-llm-performance/?utm_campaign=The%20Batch&utm_source=hs_email&utm_medium=email&_hsenc=p2ANqtz--9ARMthd09q0ABUi-abo6BH62BLbcwPo13LrXs9hUezs-L050Ay7b_rHdWuRIqBVOD6k_S

Access to Memory in LAMs

LAMs can become more effective agents by accessing past experience

MemoryBank SiliconFriend
( g ™\ ) f _\
Past Conversations ) Event Summary — Meta Prompt
. N . Event Summary
Conversations on date 04-28: Book and gifts recommendation
W | Experience of visiting parks Memory User Portrait
Improving drawing skills Augmented Relevant Memory
Conversations on date 04-29: : = i 5 Prompt rk -t
ser Portrait Histo
@ open-minded, curious, o
l and receptive to advice Tomorrow is my GF s' birthday @
N
Memory Storage You should prepare gifts ...
M Strength Ebbingh g Q  Send A
emory Strengtl inghaus uery .
Updating Forgetting Curve Q = = =
i ike?
Memoty Do you remember the gifts she like?
Memory Updating Retrieval \. J

Zhong, Wanjun, et al. "Memorybank: Enhancing large language models with long-term memory." Proceedings of the
AAAI Conference on Artificial Intelligence. Vol. 38. No. 17. 2024.



Personalization in LAMs

LAMs can become more effective agents by personalizing the actions

Interaction
Database

________________

New User

- Histo

1. Lookup Similar Users

; Lookup Algorithm
\ (e.g. Using Sparse
| Language Feedback)

2. Personalized Generation

Adaptation
Algorithm

v

Personalized
- Response

Figure 2: In the canonical personalization setting, a dataset of historical users and their interactions is leveraged
to personalize interactions for a new user with a limited history. PersonalLLM enables the development of such
methods for learning across users.

Zollo, Thomas P., et al. "PersonalLLM: Tailoring LLMs to Individual Preferences." arXiv preprint arXiv:2409.20296 (2024).



Reflexion for LAMs

LAMs can become more effective
agents by short-long term goals

It remains challenging for these language agents
to quickly and efficiently learn from trial-and-
error as traditional reinforcement learning
methods require extensive training samples and
expensive model fine-tuning.

Agent

External feedback l

| Self-reflection (LM)

Reflective

Internal
feedback

text

Evaluator (LM) J

Experience
(long-term memory)

I

Trajectory
(short-term memory)

Actor (LM)

—QObs / Reward — Environment }* Action ——

“Reflexion: Language Agents with Verbal Reinforcement Learning,” Shinn et al. (2023)
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Planning in LAMs

LAMs can become more effective
agents by planning the steps to
perform

Planning is a key agentic Al design pattern in which
we use a large language model (LLM) to
autonomously decide on what sequence of steps to
execute to accomplish a larger task.

Many tasks can’t be done in a single step or with a
single tool invocation, but an agent can decide what
steps to take.

.
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Figure 1: Taxonomy on LLM-Agent planning.

“Understanding the planning of LLM agents: A survey,” by Huang et al. (2024)
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https://arxiv.org/pdf/2402.02716.pdf?utm_campaign=The%20Batch&utm_source=hs_email&utm_medium=email&_hsenc=p2ANqtz-8Kh954rkXmE4vgpKvro3Klpjhn7IuT-Y_eXIYtgVIq9PTzwa5zFWX7FZZqv1tuDEEsTDuY

Acting as a LAMs

LAMs can become more
effective agents by interact

) . JSON GORILLA
with available systems
Dataset curation: 1,645 API calls. 94 from Torch Self-instruct with in-context This is then Ix}ised to
Hub (exhaustive), 626 from TensarFlow Hub v2 xamples to generate train Gorilla-7B
La rge Langua_ge MOdeIS (LLMS) {.cmuhausti\.ra:aliJ atnd 925 from HuggsingFa::! (Top 20 16,;50 {ir:)structic?n,nﬂ.?l} pairs
have seen an impressive wave of in each domain).

advances recently, with models
now excelling in a variety of

API Database
tasks, such as mathematical = & Erom pratzained (stabilit
reaso ning and program API: torch hubload(.) | yai/stable-diffusion-2-1)
synthesis. However, their ® =
. . “! want to see : W#HTask: Generate image
potential to effectively use tools some cats dancing ot
via API calls remains unfulfilled. e prevaneatr | _GORILLA Execution
Zero-shot | Results!
“Gorilla: Large Language Model Figure 3: Gorilla: A system for enabling LLMs to interact with APIs. The upper half represents the training

i i ” procedure as described in Sec 3. This is the most exhaustive API data-set for ML to the best of our knowledge.
CorTnected with Massive APIs, During inference (lower half), Gorilla supports two modes - with retrieval, and zero-shot. In this example, it is
Patil et al. (20 23) able to suggest the right API call for generating the image from the user’s natural language query.
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Learn from feedback in LAMs (finetuning)

LAMs can become more effective agents by learning from feedback

Get score feedback
1. To find the answer, look at the compass rose: 0.5
2. Look at which way the north arrow is pointing: 0.7
3. West Virginia is farthest north: 1.0

\.

o

Byun, Ju-Seung, et al. "ARES: Alternating Reinforcement Learning and Supervised Fine-Tuning for Enhanced Multi-Modal Chain-of-

U4

ﬂSupervised Fine-Tuning

/' B,
.")":"k;‘\o
5.
- -

-
( : ) Bt RL result
% y ':i«?' 1. To find the answer, look at the compass rose.
i o ; Reinf A t Leatni 2. Look at which way the north arrow is pointing.
— 147 einforcement L-earning 3. West Virginia is farthest north.
|y 5 4, Washington, Arizona, and Oklahoma are farthest north.
= £ : X |
Oklahoma -~ WestVigina .l
Arizona The model may want to explain why others are not the answer
Louisiana J
f + EB c ti
orrection :
__________________ -» | Get correction feedback
Question: Which of these states is farthest north? 0@-,/‘
O
Option: West Virginia, Louisiana, Arizona, Oklahoma < i Teacher ~
’ Corrected rationale

1. To find the answer, look at the compass rose.

2. Look at which way the north arrow is pointing.

3. Among the states labeled (Arizona, Oklahoma, Louisiana,
and West Virginia), West Virginia is the farthest north.

4. The correct answer is West Virginia.

Thought Reasoning Through Diverse Al Feedback." arXiv preprint arXiv:2407.00087 (2024).



Recalling and Post-thinking

User: You recommended a movie before, how
about it?

LSH

Long-term Memory

Recalling

For the current user’s question:{Query}, you begin
to recall past conversations and the most relevant
[memory] is: {Related memory}.

According to the [memory], please answer the

question:
{Query}.
|
o
Response (U554
A

Agent: [tis “The Wandering Earth™. This movie is
with stunning visuals.

Post-thinking kl;?g.\{i LSH
<

1 |

(The Wandering Earth, have, stunning visuals)
“The Wandering Earth” is with stunning visuals.

Index Inductive Thoughts
Recommend book is “The Little Prince™.
° “The Little Prince” is interesting.
1 Recommend movie is “The Wandering Earth".
2 Recommend song is “Listen to Mom™.
Insert, Forget, Merge
Index Inductive Thoughts
Recommend book is “The Little Prince”.
° “The Little Prince” is interesting.
Recommend movie is “The Wandering Earth”.
] “The Wandering Earth” is with stunning visuals.
2 Recommend song is “Listen to Mom™.

Learn from
feedback
in LAMs
(memory
update)

LAMs can become

more effective agents
by learning from past

Liu, Lei, et al. "Think-in-memory: Recalling
and post-thinking enable lIms with long-term
memory." arXiv preprint

arXiv:i2311.08719 (2023).



Why we should move to M-LAMs?

Some tasks are easier to improve via system design and
dedicated systems.

While LLMs appear to follow remarkable scaling laws that predictably yield better results with
more compute, in many applications, scaling offers lower returns-vs-cost than building a
compound system.

FROM THE MAKERS OF WOLFRAM LANGUAGE AND MATHEMATICA

¢ WolframAlpha

* Zaharia, Matei, et al. "The shift from models to compound ai systems." Berkeley Artificial Intelligence
Research Lab. Available online at: https.//bair. berkeley. edu/blog/2024/02/18/compound-ai-
systems/(accessed February 27, 2024) (2024).

,



https://arxiv.org/pdf/2001.08361.pdf

Why we
should move
to M-LAMs

Performance goals vary widely.

* Zaharia, Matei, et al. "The shift from models to compound ai
systems." Berkeley Artificial Intelligence Research Lab.
Available online at: https://bair. berkeley.
edu/blog/2024/02/18/compound-ai-systems/(accessed
February 27, 2024) (2024).
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Why we should move to M-LAMs?

Systems can be dynamic.

LLMs are inherently limited because they are trained on static datasets, so their
“knowledge” is fixed.

Therefore, developers need to combine models with other components, such as search and
retrieval (RAG), to incorporate timely data.

In addition, training lets a model “see” the whole training set, so more complex systems
are needed to build AT applications with access controls (e.g., answer a user’s questions

based only on files the user has access to).



Why we should move
to M-LAMs?

Cooperation among
specialized LAMs can improve
performances

When multiple Al agents collaborate, the results
are often superior. This could be in coding,
planning, creative writing, or any other domain.
The iterative feedback loop between agents
ensures that the final output is refined and of
high quality.

Wu, Qingyun, et al. "Autogen: Enabling next-gen Ilm applications via multi-agent conversation framework." arXiv preprint
arXiv:2308.08155 (2023).



Why we should move
to M-LAMs?

Improving control and trust is
easier with systems.

Using an Al system instead of a model can
help developers control behavior more tightly,
e.g., by filtering model outputs.

Likewise, even the best LLMs still hallucinate,
but a system combining, say, LLMs with
retrieval can increase user trust by providing
citations or automatically verifying facts.



https://arxiv.org/pdf/2305.14292.pdf

Multi agent systems (MAS)

The Multi-Agent approach to solving problems has been around for quite some time and has some very sound

theoretical grounding. The origins of MAS can be traced to the 1970s and 1980s when researchers began to
explore the idea of Distributed Artificial Intelligence (DAL).

Ferbes and Weiss, in their book: «Multi-Agent Systems: An Introduction to Distributed Artificial Intelligence»
provide a comprehensive guide on multi-agent systems (MAS) and distributed artificial intelligence (DAl).

The book explores how independent agents autonomous units with their own goals and actions can work
together within a shared environment. The text provides an in-depth look at how MAS can be applied to solve

complex problems that a single-agent system might struggle with, such as resource allocation, scheduling,
robotics, and more.

*Ferber, J., & Weiss, G. (1999). Multi-agent systems: an introduction to distributed artificial intelligence (Vol. 1).
Reading: Addison-wesley.


https://www.sciencedirect.com/science/article/pii/S266730532300056X

Multi agent systems (MAS)

*Ferber, J., & Weiss, G. (1999). Multi-agent systems: an introduction to distributed artificial intelligence (Vol. 1).
Reading: Addison-wesley.



MAS — the Andrew Ng overview (2024)

GPT-3.5 and GPT-4 performance using zero-shot and agent workflows

@ Zero-shot
@ Reflection
® Tool Use
@ Planning
@ Multi-Agent
O Intervenor
GPT-3.5 O zero-shot () ANPL ()languageAgent () pg ; Reflexion

Tree Search

Human Eval 40

GPT-4 O zero-shot () CodeT () Reflexion
O MetaGPT O Agent Coder
Omn  Ofmmiom

Performance of GPT-3.5 and GPT-4 (zero-shot) on HumanEval, along with algorithms that use workflows
on top of GPT-3.5 or GPT-4, Thanks to Joaquin Dominguez and John Santerre for help with this analysis.

https://www.deeplearning.ai/the-batch/how-agents-can-improve-lim-performance/
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https://www.deeplearning.ai/the- Agentic Design Patterns: Reflection

batch/agentic-design-patterns- B }
part_2_reﬂectlon/ ﬁ == Please wrie coce for {tasi}

El'hera’s a bug on line 5. Facitby ... :L_'--; ,
[Itfai gd Unit Tast 3. Try changing ... }-u_:_

Judge In
MAS

Coder Agent Critic: Agent
(LLM) (LLA)


https://www.deeplearning.ai/the-batch/agentic-design-patterns-part-2-reflection/
https://www.deeplearning.ai/the-batch/agentic-design-patterns-part-2-reflection/
https://www.deeplearning.ai/the-batch/agentic-design-patterns-part-2-reflection/

Intervenor P = y
E-2-0 9

Code Compiler Code Pass Error Message ]

Interactive Code

INTERVENOR prompts Large Language Models Submit C°"E Repair { BugReport
(LLMs) to play distinct roles during the code repair ' o> _ o N .&% :

process, functioning as both a Code Learner and a Ta o e W i
Code Teacher. co:ll!:ct :e:tr;r coding Explain s:udente::d:irg o
1. Submit code to the code | 1. Check the bug report
judger 2. Give the comprehensive
Teacher is responsible for crafting a Chain-of-Repair o i RGO SoNTE
(CoR) to serve as guidance for the Code Learner. '
During generating the CoR, the Code Teacher needs to Figure 1: The Tllustration of INTERVENOR. There are
check the generated codes from Code Learner and two agents in INTERVENOR, the teacher and student,
reassess how to address code bugs based on error who collaborate to repair the code. The error messages
feedback received from compilers are utilized as a kind of INTERVENORIT to alleviate

the Degeneration-of-Thought (DoT) problem.

Wang, Hanbin, et al. "INTERVENOR: Prompting the Coding Ability of Large Language Models with the Interactive Chain of Repair." Findings of the Association for
Computational Linguistics ACL 2024. 2024.



MetaGPT

The software development
SOPs between MetaGPT

and real-world human teams.

In software engineering,
SOPs promote collaboration
among various roles.

MetaGPT showcases its
ability to decompose
complex tasks into specific
actionable procedures
assigned to various roles
(e.g., Product Manager,
Architect, Engineer, etc.).

MetaGPT Agents Collaboration with Developing SOP

Human interaction

One-line requirement

1/5
Define

Write a classic and
simple Flappy Bird
game.

2/5 59
Design

Boss makes acceptance
check and payment

Architectural Design

= ©-

Project Manager a

Meta Programming

3/5
% . Plan&Code Pretty good ! I can
%, ' directly use the
%O : interface and
% 2 i — kevboard to play
n’% > . : 4/5 Flappy Bird.
’?;' " Rt 1 Test
o -
'I'Oﬂ L QA Engineer W

55 ﬁz

Acceptance Check

Hong, Sirui, et al. "Metagpt: Meta programming for multi-agent collaborative framework." arXiv preprint arXiv:2308.00352 (2023).



AutoGen: Enabling Next-Gen LLM

AutoGen
Agents

Developer
Code

Unified Conversation Interfaces:

human_input_mode = “NEVER™

~group_chat = [ & & @]
~ -

ConversableAgent
ent Customization: P~
Ahg =z : Q i «  send
uman_input_mode = “NEVER™ = «  receive
code_execution_config = False I : + generate_reply
DEFAULT_SYSTEM_MESSAGE = “You | o
are a helpful AI assistant.. —
In the following cases, suggest /.f-"'/ { H‘“‘-——-ﬂ..‘__
python code.” humun_input__llode = “ALWAYS”
srair- e |
-
— 1
' ([E2),
AssistantAgent UserProxyAgent

1.2 Register a Custom Reply Func: 1.1 Define Agents:

# This func will be invoked in
generate_reply

A.register_reply(B,
reply_func_AZB)
def reply_func_AZB(msg):

ouput = input_from_human()

User Proxy A

s Assistant B
{if not ouput: )

1 if msg includes code: . 2 Initiate Conversations:
A.initiate_chat(“Plot a chart of META and
TESLA stock price change YTD.”, B)

return output
F

#

# Note: when no reply
func is registered, a
list of default reply
functions will be used.

Wu, Qingyun, et al. "Autogen: Enabling next-gen lim applications via multi-agent conversation framework." arXiv preprint arXiv:2308.08155 (2023).



Agentic Al
Redefining Data
: % Handling and
The Future of Agentic Al S Privacy

Ha CHALLENGES LSy

FUTU RE ! , o ggg:arri':fve
AGENTIC? Yeld\'] P

Marco Polignano, Marco de Gemmis and Giovanni
Semeraro. Unraveling the Enigma of SPLIT in Large-
Language Models: The Unforeseen Impactof System
Prompfts on LLMs with Dissociative ldentity Disorder. In
proceedings of Tenth Italian Conference on Computafional
Linguistics, Pisa, 4 - 6 December 2024

) 4 ‘ n
=321 | TR

2l |

y " : e - —
HE:FUTURE IS AGENTIC” -



Hype Cycle for Emerging Technologies, 2024

h Internal Deveioper Portals
Machine C&?gg‘:‘s Al-Augmented Software Engineering
Prompt Englneering Superapps
Homomorphic Encryption Cloud-Native
Al TRISM WebAssembly
Federated Machine Learning Gonerathio'Al

Reinforcement Learning
Artificial General Intelligence
Digital Immune System
Autonomous Agents

Expectations

Cybersecurity Mesh

Digital Twin of Architecture

a Customer

Spatial

Computing Humanoid Working

Large Action Reoots
Models Peak of
Inflated Trough of Slope of Plateau of
nnovation Trigger Expectations Dislflusionment Enlightenment Productivity
Time As of September 2024
Plateau will be reached:
() less than 2 years ® 2tobyears @ 5t 10 years A more than 10 years @ obsolete before plateau

Source: Gartner

Gartner.
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